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Executive Summary 

NAUTICAL (Navy AI Utility for Training, Instruction, and Comprehensive Analytic Learning) 

delivers transformative efficiency to the Navy's instructional systems design and training 

evaluation workflows. Developed by Aptima, NAUTICAL seamlessly integrates mature AI 

capabilities with established methodologies through user-centered design optimized for adoption. 

At its core, NAUTICAL is powered by innovative prompt engineering strategies that harness the 

language proficiency of large language models like OpenAI’s ChatGPT. The system decomposes 

high-level products like task analysis models into discrete, structured data fields. Precision 

crafted prompts are constructed using these fields to elicit structured and bounded responses 

from AI. Advanced prompting techniques such as Retrieval Augmented Generation and Chain-

of-Thought reasoning enable complex, context-aware results. 

NAUTICAL’s interfaces empower users to intuitively construct and execute prompts, review AI-

generated outputs, and iterate until achieving required quality thresholds. Batch processes 

automate product creation, while parallel execution ensures responsive deliveries. Seamless 

integration of rationale within downstream artifacts provides transparency into AI logic. 

Architected on a microservices foundation, NAUTICAL delivers production-grade scalability 

and reliability while enabling interchangeability of components like LLMs as technology 

evolves. Open-source building blocks and cloud-native design ensure cost-effective deployment 

and portability across on-premise, multi-cloud, or hybrid environments. 

Extensive user-centered testing with representative instructional designers shaped NAUTICAL’s 

ability to complement existing skills while expanding analytical potential. The system 

demonstrates the art of possible when thoughtfully leveraging AI to augment human expertise 

and unlock operational advances. 

In summary, NAUTICAL pioneers an innovative prompting methodology that steers advanced 

natural language models to efficiently generate high-fidelity training artifacts. By meshing AI 

seamlessly within established processes through deliberative engineering and design, 

NAUTICAL provides a roadmap for responsibly transitioning emerging capabilities from 

promise to practice. The solution delivers a strategic advantage today while charting a course for 

the Navy’s continued leadership in leveraging AI. 

Problem Statement 

The imperative for rapid development and enhancement of training within the United States 

Armed Forces has never been more critical. The Navy's Ready Relevant Learning (RRL) 

initiative has been tasked with crafting a modernized training architecture that not only meets but 

exceeds today’s demands. The past 18 months have seen a significant increase in the capabilities 

of large language models, allowing for meaningful applications across many domains and tasks. 

The application of these models creates an opportunity for machines to generate products more 

quickly, and with the same level of efficacy, as human operators; Particularly if humans are in 

the loop, working with the AI technologies. Harnessing the power of Artificial Intelligence (AI), 

such as advanced large language models like ChatGPT, can greatly expedite the generation of 

ISD analysis products, including Task Analysis, Learning Analysis, and Media Selection. 
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Appropriate use of these models can significantly cut down on the time and costs traditionally 

associated with these processes while simultaneously elevating the quality of the outcomes. 

Solution 

Our solution, NAUTICAL (Navy AI Utility for Training, Instruction, and Comprehensive 

Analytic Learning), was developed in response to the Navy’s challenge of accelerating the 

"Analysis" ISD phase, which is crucial for the efficient flow into the Design, Development, 

Implementation, and Evaluation stages in the ADDIE ISD model. 

NAUTICAL is a transformative solution designed to revolutionize the Navy's instructional 

design and training evaluation. At the core of NAUTICAL (Figure 1) is a suite of web browser-

based user interfaces, underpinned by a robust data model that facilitates an intuitive and 

seamless user experience. Expertly crafted prompt engineering strategies are employed to 

leverage the sophisticated capabilities of AI, ensuring the generation of precise, contextually 

relevant content. This innovative system enhances the Navy's existing Excel workbooks, infusing 

them with advanced functionalities to better meet the rigorous demands of the Ready Relevant 

Learning (RRL) initiative. NAUTICAL is engineered to optimize the Instructional Systems 

Design (ISD) Analysis phase, propelling the Navy towards unprecedented efficiency in 

developing high-quality training programs. This comprehensive solution is not just a tool—it's a 

strategic advantage, designed to deliver actionable insights and accelerate "Speed to the Fleet," 

ensuring that the Navy's training systems are as dynamic and forward-thinking as the personnel 

they are intended to serve. 

Our focus is beyond simply filling in the ISD items for the challenge, but rather aims to develop 

an augmented workflow for ISDs that utilizes AI technology as a collaborative tool for 

efficiently developing training solutions. 

Figure 1. Components of the NAUTICAL Solution 
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Solution Component: Robust Data Model 

At the heart of NAUTICAL is a robust and extensible data model that supports ISDs in their 

workflows for the development of analytic work products, such as the Task Analysis Model, 

Learning Analysis Model, Media Selection Model, Instructional Performance Requirements 

Document (IPRD), and Instructional Media Requirements Document (IMRD).  Key to this data 

model is the abstraction of individual pieces of data that need to be created into what we call 

Product Items (e.g., an individual cell in a Task Analysis Model) which collectively comprise 

the Products (e.g., the entire Task Analysis Model spreadsheet). For example, the Task Analysis 

Model Product, one Product Item is entitled “Skills.” As part of the data model, each Product 

Item is defined by a set of fields, including: 

1. A UID (unique identifier), 

2. The name of the item, 

3. The associated Product, 

4. Instructions on how the item is developed, 

5. Constraints on the item, 

6. The Definition of the item, 

7. Examples of created items, 

8. Criteria for developing the item, 

9. Relevant Context for the item (e.g., “military operations”), 

10. Relevant Scales associated with the item (e.g., T/F, High/Medium/Low), 

11. Options for the item response (e.g., paragraph format, single-item response, multi-item 

response), and, 

12. Dependencies on other Product Items. 

The final field, Dependencies, is of particular importance as it defines how different pieces of 

data feed into each other. For example, in the Learning Analysis Model, the Product Item, Voice 

Audio, depends on a previous Product Item, Audio Description. That is, the determination of 

whether the tasks require the use of voice audio relies on a previously developed description of 

the audio features required for the task. 

Each Product Item will have one or more Prompt Templates associated with it. The Prompt 

Template provides a way to structure the information related to the Product Item into a text 

prompt that can be sent to the LLM. Within the Prompt Template users can identify which LLM 

to utilize for the item (e.g., ChatGPT 4 vs. LLAMA2), what data sources may be necessary to 

include (e.g., instructional manuals or look-up tables), an overall strategy for generating the 

answer, a system prompt, and the structured prompt itself. The system prompt is useful in LLMs 

to provide contextual information for the language model, such as the format for the response. 

Solution Component: Browser Based User Interfaces 

To build a comprehensive solution capable of addressing the Navy’s RRL Challenge, and more 

generally the need for AI-driven instructional design, Aptima has developed a suite of user 

interfaces that enhance the ISD workflow and its underlying data model, offering an intuitive 

user experience. The NAUTICAL application utilizes a series of web-based interfaces that 

enable users to: 

• Create and edit ISD projects, work products, and data flows. 

Overview Paper 5 © 2023, Aptima, Inc. 

APTIMI( 
Human-centered Engineering8 

•• • • 



• Define Product Items and their associated data. 

• Develop Prompt Templates. 

• Import external data sources. 

• Develop Retrieval Augmented Generation (RAG) and Chain-of-Thought (CoT) 

workflows. 

• Iteratively query the LLMs, revise prompts, and review answers from the LLMs. 

• Generate entire Products at once through batch processing and visualize the results. 

• Export Products into different formats, including Excel workbooks and Word documents. 

These interfaces are tailored to represent an array of product items, enabling a seamless 

transition from concept to execution. NAUTICAL provides intuitive templates for both system 

and product item prompt development, coupled with validation features that ensure the accuracy 

and efficiency of our template strategies. The execution of prompts can be performed 

individually or in batches, offering both precision and scalability. Visualizing the outcomes of 

data generation enable users to quickly identify missing or incorrect data. Our toolset extends to 

the curation of data sources, streamlining the process of definition and population. Aptima is at 

the forefront of integrating RAG workflows (discussed in later sections), ensuring that every 

generated piece of data is enhanced with the most relevant and contextually rich information. 

This comprehensive interface ensemble empowers users to achieve new levels of productivity 

and data-driven decision-making, setting the stage for the Navy to lead with information 

superiority. 

Solution Component: Expert Prompt Engineering 

The NAUTICAL application enables the development of a wide variety of prompts, from simple 

question and answers or fill-in-the-blanks to complex multi-step CoT and RAG approaches. 

Using templates, we can define reusable prompt strategies that can be used across multiple 

Product Items, increasing the efficiency of the ISD workflow. 

Within a Prompt Template, Aptima has defined four (4) overall strategies: 

1. Generate: Utilize LLMs to produce responses for the Product Item. 

2. Copy: Combine previously generated responses into a single Product Item. 

3. Manual: Allow users to enter responses manually for a Product Item. 

4. Python: Enable users to directly write and execute Python code for advanced data 

manipulations. 

In addition, NAUTICAL utilizes a templating language called Jinja 

(https://palletsprojects.com/p/jinja/) that enables users to integrate plain-language prompts with 

more complex variables and dependencies. Figure 2 provides an example Prompt Template for a 

Product Item. 
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As a {{ prompt_template.persona }}, I am performing a learning analysis for a {{ 
task.job }}. I need to {{ product_item.instructions }} for the task: 

{{ task.description }} 

To determine the {{ product_item.name }}, consider this definition that may apply: 

{{ product_item.definition }} 

Here are some examples: 

{{ product_item.example }} 

As a single item response, please determine the need for {{ product_item.name }} for 
this context: {{ product_item.context}} from these options: 

{{ product_item.options }} 

and consider the following description of the needed visuals: 

{{ responses["LA_41_00"].answer }} 

Please provide a response in the format: 

Answer: single option item 
Rationale: an explanation of your answer 

Figure 2. Example Jinja-based Prompt Template 

Each of the double-bracketed (“{{ }}“) items represents a reference to another piece of data in 

the data model. This could include information about the specific task (e.g., {{ task.description 

}}), information from the Product Item fields (e.g., {{ product_item.definition }}), or 

information from other dependent Product Items (e.g., {{ responses[“LA_41_00”].answer }}). 

When the prompts are sent to the LLMs, these pieces of information are filled in by the 

NAUTICAL system. The above template is populated as shown below in Figure 3. This enables 

the development of extremely generalizable, interdependent, and reusable prompts.  
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As a Instructional System Designer, I am performing a learning analysis for a 
CONSTRUCTION ELECTRICIAN. I need to Determine whether or not the task training 
requires visual pictorials 
for the task: 

Develop electrical and electronic system component wiring diagrams 

To determine the Visual Pictorial, consider this definition that may apply: 

Visual Cues = Signals received through sense of sight. 
Visual Feedback = Feedback presented visually by means of a display; this feedback 
may be coded and transmitted visually to the trainee. 
Written Feedback = Feedback presented to the trainee in written form. 
Visual Alphanumeric = Words and/or numbers presented visually. 
Visual Graphic = Two-dimensional figures, such as maps, graphs, mathematical 
curves, etc., presented visually. 
Visual Pictorial = Two-dimensional images, such as photographs, drawings, etc., 
presented visually. 
Visual Environment = A three-dimensional image of reality that is viewed from 
inside. 
Exact Scale = Actual visual field or a one-to-one replication of that field. 
Example: Replicating a visual of a gauge in a cockpit that is actual (i.e., 1:1 
scale) size. 
Magnified Scale = A representation of reality in greater than full scale to 
provide greater detail, such as an enlarged model or photograph. 
Proportional Scale = A representation of reality in other than full scale, such as 
a scaled model, map, or photograph. 

Here are some examples: none 

As a single item response, please determine the need for Visual Pictorial for this 
context: military environment/operations from these options: 

Visual Pictorial; N/A 

and consider the following description of the needed visuals: 

For the learning objective of developing electrical and electronic system 
component wiring diagrams, several visuals would be beneficial. These include a 
full spectrum of color chart to differentiate between different wires and 
components; contrasting brightness to highlight important areas; use of 3D forms 
for better understanding of the layout and positioning of components; alphanumeric 
symbols for labeling different parts; clear and complete boundaries to distinguish 
between separate sections or circuits within the diagram. Additionally, icons can 
be used for common elements in the diagrams; tables may be used for listing 
specifications or characteristics related to certain components. Graphs such as 
bar or line graphs could illustrate voltage, current, resistance values across 
various points in the circuit. 

Please provide a response in the format: 

Answer: single option item 
Rationale: an explanation of your answer 

Figure 3. Example of a Prompt Template after NAUTICAL has Filled in the Variable Data 

NAUTICAL also utilize system prompts with the LLMs to provide additional context, 

formatting information, or other relevant instructions to the LLM. These system prompts can 

also utilize Jinja and dependencies in the data model to create complex responses. An example of 

a system prompt used regularly for this effort is provided in Figure 4. 
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• Respond as factually as possible based on the 
information provided. 

• You may make inferences if they are solidly grounded, 
but do not make anything up. 

• Don’t give information not mentioned in the CONTEXT 
INFORMATION. 

• Do not include any direct reference to the task 
description in the answer. 

• Keep the answer to the specified format. Do not add 
any introductory words or sentences. 

Figure 4. Example System Prompt 

The versatility of this prompting strategy enables us to create increasingly complex and 

interdependent prompts within NAUTICAL. Two advanced techniques utilized in this effort are 

RAG and CoT prompting. These are discussed in detail in subsequent sections of this document, 

but both enable arbitrarily complex patterns of reasoning and inclusion of external data sources 

to be implemented within NAUTICAL. 

As a way of prompt bounding, our overall prompting strategy utilizes requests to the LLM to 

provide both an answer and a rationale for that answer. Aptima has found, through extensive 

empirical testing, that this strategy increases the accuracy and interpretability of the LLM 

responses immensely. By asking the LLM the explain its reasoning when providing an answer, 

we find that it prods the LLM to more precisely consider how its answers are generated. In 

addition, it provides the ISD a clear explanation of the answer and increases their confidence in 

results, especially in cases where they may disagree with the answer, or the answers provided are 

not immediately intuitive. 

Finally, we note that while LLMs can provide accurate, intuitive, and reasoned results in many 

cases, they are not the appropriate solution in every scenario. In cases where a product item relies 

less on natural language reasoning and more on data manipulation, we have integrated the ability 

to write and execute Python code through the NAUTICAL prompt templates. This enables 

advanced users to manipulate data in the underlying model in complex ways. An example is 

shown in Figure 5. 
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import re 
table=data_sources["11_Media_Selection_Rubric"].content 
raw_sensory_requirements = responses["MS_09_00"].answer 

sensory_requirements = [x.strip().rstrip('.') for x in 
re.split(';|\n|,',raw_sensory_requirements.strip()) if x] 

if responses["LA_89_00"].answer.strip(): 
sensory_requirements.append('Complex Controls') 

if responses["LA_90_00"].answer.strip(): 
sensory_requirements.append('Complex Scenarios') 

if responses["LA_91_00"].answer.strip(): 
sensory_requirements.append('Out-of-Tolerance Feedback') 

if responses["LA_92_00"].answer.strip(): 
sensory_requirements.append('Fault Insertion') 

lines = table.strip().split('\n') 
headers = lines[0] 
rows = lines[2:] 
def clean_row(row): 

cleaned = row.lstrip().lstrip('|').lstrip().rstrip().rstrip('|').rstrip() 
return [x.strip() for x in cleaned.split('|')] 

h = clean_row(headers)[1:] 
lookup = {} 
for row in rows: 

r = clean_row(row) 
name = r[0] 
r = r[1:] 
result = {} 
for i in range(len(h)): 

result[h[i]] = 1 if r[i] == '1' else 0 
lookup[name] = result 

missing_srs = [] 
counts = {x:0 for x in h} 
for sr in sensory_requirements: 

if sr not in lookup: 
missing_srs.append(sr) 
continue 

media_values = lookup[sr] 
for media,count in media_values.items(): 

counts[media]+=count 
results = [] 
for k,v in counts.items(): 

results.append((k,v)) 
results.sort(key = lambda x: x[1],reverse=True) 

answer='\n'.join([f"{k} = {v} matches" for k,v in results]) 
if missing_srs: 

rationale='error for sensory requirements:\n\n' + '\n'.join(missing_srs) 
else: 

rationale='' 

Figure 5. Example Use of Python Code for Data Manipulation in a Prompt Template 

Solution Component: Enhanced Excel Documents 

In our approach to tackle the RRL Challenge, Aptima also enhanced the existing Navy Excel 

workbooks by integrating them with the rationale provided by the LLM responses. This fusion 

allows for ISDs and other training developers to work with known product formats (such as the 

Excel Training Analysis Model) but still enjoy the benefits of interacting with the LLMs 

responses and reasoning. Starting within the NAUTICAL web application, users can export 

products into intermediary Excel files that contain both the answers to each product item as well 

as the rationale provided by the LLM for those answers. The enhanced Excel workbooks provide 
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input capabilities to enable users to quickly import the answers and rationale into the 

spreadsheets. This rationale is then presented within the workbook via a custom macro: when a 

user selects a data cell, a comment box dynamically appears, revealing the reasoning behind the 

data. This unique feature provides reviewers with invaluable insights and recorded thought 

processes from the system that were previously unrecorded. Our solution not only enriches the 

data with context but also fosters an informed review process, elevating the level of detail and 

understanding in data-driven decisions for the Navy's operational excellence. 

Benefits of NAUTICAL System 

While we anticipate that many challenge participants will utilize LLMs and prompt engineering 

in their responses, we believe that there are several unique benefits to the NAUTICAL system 

and the development of Aptima’s solution. 

1. Savings in ISD/Analyst time and reduced cost. The NAUTICAL system enhances 

current ISD workflows through intuitive interfaces and templates. This enables ISDs to 

focus on strategies for answering questions and deriving results, while automating many 

of their repeatable tasks. Once the system is set up, prompt templates and product items 

are created, and the data sources identified, ISDs can batch process and review results 

quickly. In the first round of the challenge, NAUTICAL was able to batch generate 

responses to all five documents (TA, LA, MS, IPRD, IMRD) that are comprised of over 

200 unique product items across all ten challenge tasks in less than two hours. For an ISD 

tasked with producing products for hundreds or even thousands of unique tasks across 

multiple JDTAs, this can reduce their processing time from months to days.   

2. Increased likelihood of adoption and reduced training requirements for 

ISD/Analysts. Our solution is meticulously designed to dovetail with the established 

workflows of ISDs and analysts, aiming to enhance adoption rates while minimizing the 

learning curve. Throughout the development phase, the Aptima team placed a strong 

emphasis on usability, conducting rigorous testing with representative users to refine the 

interfaces. This iterative process, rooted in actual user experiences and feedback, has 

been instrumental in shaping a system that feels intuitive and familiar to its users. By 

anticipating the needs of ISDs and analysts, the Aptima team has crafted a suite of 

interfaces that not only align with current user practices but also elevates the entire 

workflow experience. The result is a user-centric platform that simplifies the transition to 

advanced AI support, ensuring that the focus remains on the critical analytical work, not 

on navigating the toolset. Our proactive approach to usability testing underscores our 

commitment to delivering a solution that is as effective in practice as it is innovative in 

concept. 

3. Enhanced support of analysts. In our endeavor to augment the capabilities of ISDs, the 

Aptima team recognizes the meticulous efforts that go into the current process, where the 

primary focus is on efficiency and data integrity. To complement this process, without 

imposing additional tasks on the analysts, we have introduced an innovative enhancement 
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to the existing workbooks. Our solution leverages AI to articulate the rationale behind 

each data entry, encapsulating the 'why' in a concise, accessible format. These AI-

generated insights are seamlessly integrated as hover-over popup comments within each 

field of the workbook, offering on-demand clarity without disrupting the workflow. This 

subtle yet powerful feature serves not just as a tool for quality control and deeper 

understanding but also as a bridge fostering trust between the analyst and AI, subtly 

enriching the current methodology with a layer of transparency and context that supports 

the ISDs' valuable work. 

4. Extensible to future models and other applications. A standout feature of NAUTICAL 

is its inherent extensibility, accommodating the integration of various large language 

models (LLMs) and other applications with minimal effort. It is built with the flexibility 

to interchange data models as needed, supporting both external and internal hosting 

options. This flexibility means that as new and more advanced LLMs emerge, 

NAUTICAL can incorporate these tools seamlessly, without the need for a system 

overhaul or re-engineering of the underlying methodology. Furthermore, the system's 

design allows for individual product items to be powered by the most suitable model 

available, optimizing for accuracy and relevance in data generation. Such versatility 

ensures that NAUTICAL remains at the cutting edge, ready to harness future 

advancements in AI and machine learning to continually enhance the ISD process. This 

strategic foresight positions NAUTICAL as a sustainable, long-term solution for the 

Navy’s instructional design needs, ensuring it remains a dynamic and adaptable asset in 

the ever-changing technological landscape. 

5. Better quality results. Our tailored prompt engineering methodology is at the forefront 

of delivering superior quality results. By focusing on structured data fields rather than 

relying solely on direct language input, we establish a more granular level of control and 

precision in prompt creation. This data-driven strategy allows for the iterative refinement 

of prompts, ensuring that each iteration is informed by the last, thereby progressively 

enhancing the accuracy and relevance of the output. Integrating RAG and bespoke 

Python code into our system further elevates the quality of results. RAG brings 

contextually rich and informed content into the equation, pulling from a vast corpus of 

data to support the AI's responses. Meanwhile, custom Python code enables sophisticated 

data processing capabilities, from complex calculations to the manipulation of large 

datasets, which traditional prompt methods cannot handle. This combination of structured 

data fields, RAG, and Python scripting transcends the capabilities of standard prompt 

engineering. It not only refines the input for the AI but also tailors the AI's thought 

process, guiding it towards outputs that are deeply informed and meticulously aligned 

with the task at hand. Our approach ensures that the quality of the results is not left to 

chance but is instead a product of deliberate design and strategic engineering, setting a 

new benchmark for excellence in AI-assisted analysis. 
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Summary of Challenge Results 

Our submission includes the five work products (Task Analysis Model, Learning Analysis 

Model, Media Selection Model, IPRD, and IMRD), which we believe demonstrate a robust and 

compelling solution to this challenging problem. In total, the NAUTICAL system developed 216 

product items across the five products. A summary of each product and response strategies is 

shown in Table 1. We note that for the later products, namely the IMRD and IPRD, the Aptima 

team did not attempt many of the items due to both the time constraints of the challenge and the 

fact that many of the items in those documents fall outside the scope of the information included 

in this effort. Based on our initial efforts, though, we are confident that NAUTICAL can 

successfully be applied to all steps of the ISD process given appropriate access to data resources. 

Table 1. Summary of Items Produced for Round 1 of the RRL Challenge 

Product 

/ 

Strategy 

LLM 

Generated 

Responses 

Manual 

Responses 

Copied 

(from 

another 

item) 

Responses 

Python 

Responses 

Total 

TA 29 1 4 0 34 

LA 87 0 12 2 101 

MS 28 0 20 1 49 

IPRD 8 0 5 0 13 

IMRD 4 0 15 0 19 

Total 156 1 56 3 216 

NAUTICAL System Development and Architecture 

Our solution to the RRL challenge relies on an extensive analysis of the problem and the 

tailoring of a robust software system to meet those needs. The diagram in Figure 6 depicts the 

approach for developing the NAUTICAL solution through a structured process of reviewing and 

categorizing the challenge data and ISD workflows, developing a data model and system to 

support those analyses, iterative development of prompts and other data strategies, and batch 

generation and export of analysis products. 
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Figure 6. Development of the Data Model and Human/AI Workflow 

The development of NAUTICAL started with a robust analysis of each of the challenge data 

products, including the model workbooks, task list, and other background data documents. These 

informed the development of the data model and decomposition of each model/document feature 

into a unique product item. The Aptima team then categorized each product item, established 

dependencies between product items, and identified strategies for producing each item (e.g., 

generate from an LLM, copy from another item, manually entry by ISD/SME, and/or derived 

from Python code). Once the product items and their corresponding prompt templates were 

entered into the software system, the work of iterative prompt development began. In each case, 

strategies for the prompts were developed (examples of these strategies and sample prompts are 

included as Appendix A) and refined through interactions with the LLMs. In addition, when 

external data sources or complex queries were needed, the team developed RAG and chain of 

through strategies for each item. Finally, the results for each product item (and the corresponding 

rationale produced by the LLM when applicable) were reviewed before performing a batch 

execution, export from the software, and import into the final model workbooks/Word 

documents. 

In terms of system architecture and software development, The NAUTICAL system (as depicted 

in Figure 7) is built on top of Aptima’s Enterprise Analytics Services Platform (EASP) 

Discourse, a microservice architecture that supports the development of generative AI-based 

applications. EASP Discourse includes a library of LLM services that share a common API, 
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backend infrastructure for data storage, prompt engineering and experimentation UIs, LLM 

finetuning workflows, and Retrieval Augmentation Generation (RAG) support. 

Figure 7. NAUTICAL System Architecture 

The Discourse microservice architecture is built on Yet Another Analytic Dataflow Architecture 

(YAADA), an open-source data and analytics framework developed at Aptima. It uses 

OpenSearch to store document-oriented data such as the Prompt repository, the Data Source 

repository (used for RAG), and the Product Response database that keeps a history of all 

generations. Discourse also maps some data into specialized databases such as Weaviate (a 

vector database for text embeddings) and Neo4j (a graph database) to support query semantics 

such has vector similarity or graph traversal that aren't supported by the primary document 

database. By running LLMs as microservices with common APIs, it is possible to swap in and 

out LLM implementations as the state of the art evolves. Additionally, LLM services can 

represent self-deployed models running in AWS or can act as pass throughs to cloud-hosted 

inference services such as OpenAI, Anthropic Claude, or Hugging Face Inference API. 
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NAUTICAL User Workflow 

This section provides a guide to using the NAUTICAL system, an introduction to the application 

interfaces, and additional details on the prompt engineering strategies developed and employed 

as part of our solution. The process workflow for users of NAUTICAL is summarized in Figure . 

Figure 8. Process Workflow for NAUTICAL Users 

In order to realize the generation approach and Human/AI workflow mentioned above in the 

short time required by the RRL Challenge, we developed a prototype frontend tailored to the ISD 

domain using Gradio, a popular open-source Python toolkit for building user interfaces around 

machine learning models. While Gradio is fairly limiting in the UI features it supports and not 

sufficient for deployment of a mature application for wide user adoption, it is extremely fast and 

adaptable for rapid prototyping, and allows the same developers doing ML/analytic development 

to implement UI with no frontend engineering expertise required. The Gradio interface supports 

the ISD workflow through a series of tabs that support iterative prompt engineering, response 

testing, batch generation, and product visualization and export. 

Step 1: System, Project, and JDTA Setup 

Users of NAUTICAL are welcomed to the application with an initial screen depicting the 

NAUTICAL logo as shown in Figure 9. Incidentally, the NAUTICAL logo was developed by AI 

through the integration of ChatGPT 4 and DALL-E 3 image generation capabilities. Future 

implementations of NAUTICAL will include authorization and authentication services to 

provide an additional layer of security for the system. 
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Figure 9. Welcome Screen of the NAUTICAL Application 

After loading the system, the user can then define the parameters of the project that they are 

working on (Figure 10). This includes providing a name for the project (e.g., for the RRL 

challenge, we might call the project “CONSTRUCTION ELECTRICIAN ISD”). The user can 

also set global parameters for the project such as a global system prompt that will be used as 

default for newly created prompt templates. This is useful for consolidating system prompt 

strategies into an easily reusable format. Future iterations of NAUTICAL may include the ability 

to set up project access permissions, collaboration tools, definition of products, and other high-

level project information. 

Figure 10. Project Setup Screen 

The next step in NAUTICAL involves entering the JDTA information for the project (Figure 

11). Individual tasks can be entered through the interface for each job (e.g., Construction 
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Electrician) and duty (e.g., electrical and electronic system components). Future iterations of 

NAUTICAL will also include the ability to batch upload sets up of tasks and other JDTA 

information directly from source documents.  

Figure 11. Task Setup and Entry Screen 

Step 2: Product Item Setup and Generation 

Next, the ISD will begin defining each of the products and their associated product items (Figure 

12). The interface guides users through entry of each relevant piece of information for a product 

item. These include: 

• A UID (unique identifier for each product item) 

• A link to the associated product (e.g., Task Analysis Model) 

• A column or ordering value for the item (this enables users to control the order in which 

items appear in exported documents) 

• A name for the product item 

• A determination of whether this item is defined at the task level (i.e., each task will have 

a unique response for the item) or at the cross-task level (i.e., the product item response 

will cover multiple tasks) 

• Dependencies to other product items (users can add one or more product items from a 

drop-down list to establish dependencies) 

• Individual data features for the product item (these are all free text entry, allowing the 

user to tailor information to each product item), including: 

o Instructions 

o Constraints 

o Definition 

o Examples 

o Criteria 
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o Context 

o Scale 

o Options 

Figure 12. Product Item Definition Screen 

After defining the products and their associated product items, users are then taken to the Prompt 

Template screen (Figure 13). This is where the “brains” of NAUTICAL are configured. When 

creating a prompt template, users are asked to provide the following: 

• A UID (unique identifier) 

• A name for the template 

• An associated product item (selected from a drop-down) 

• A persona (e.g., an ISD or a SME) – this enables the LLMs to respond based on different 

personas to different prompts 

• A selection of a prompt strategy, including: 

o Generate from LLMs 

o Copy from another source 

o Manually enter 

o Python code 

• A series of selection options, including: 

o Product default – should this be the default template for the selected product 

item? 
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o Batch generate – should this template be included when batch generations are 

run? 

o Sub Task Aliases – enables substitution of task names/ids with aliases for some 

use cases 

• Selection of which LLM to use. Each prompt template can have a different LLM 

associated with it, enabling the strengths of each LLM to be harnessed for different 

purposes. LLM parameters can also be set here, such as the model temperature (i.e., how 

volatile can the model responses be) 

• Selection of a RAG workflow (See the RAG section for discussion) 

• Selection of external data sources to use 

• Definition of the system prompt 

• Definition of the prompt using the Jinja templating language 

To ease in development of the templates, the left side of the screen displays available Jinja 

variables to use based on the selected dependences, RAG workflows, and external data sources. 

Figure 13. Prompt Template Definition Screen 

The next screen provides the ability to upload external data sources into NAUTICAL. This data 

can then be directly accessed through the prompt templates or as part of the RAG process. The 
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system utilizes markdown formats to represent the information in the data sources. This allows 

the data to be readable by both humans, the NAUTICAL system, and the LLMs. 

Figure 14. Data Source Setup Screen 

The next screen (Figure 15) enables users to set up RAG workflows. As discussed in the RAG 

section, this process enables the combination of specific data source information with the LLM 

prompts to provide more contextually aware and precise responses. Within a RAG template, 

users can define the set of data sources they want to include, the LLM they want to utilize and its 

associated parameters, and a RAG prompt that is used to retrieve the data and send to the LLMs. 

This screen allows users to iteratively develop RAG workflows that then can be used within the 

prompt template screen. 
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Figure 15. RAG Screen 

The next step of the workflow involves generating responses for each product item (Figure 16). 

Through this interface, users can select a product item/prompt template and apply it to one or 

more tasks. This will retrieve the prompt template and fill in the information from the variety of 

sources, including Jinja variables, RAG workflows, and direct data sources. Users can see how 

the filled in prompts look and make any necessary adjustments to the templates. From this 

screen, they can send the prompt to the LLM and visualize the response, including both the 

answer from the LLM and rationale for that answer provided by the LLM. Users can then mark 

these responses as: 

• UNREVIEWED: the default label after the response is first generated 

• ACCEPT: the user accepts the LLMs response without modification 

• ACCEPT WITH MODIFICATION: the user can edit the response and accept the 

modified result 

• REJECT: The user rejects the result of this run 

Multiple runs of a product item can be conducted, and each is labeled with a timestamp so users 

can return to previous iterations in their process. 
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Figure 16. Product Item Response Screen 

As another illustration of the prompt template filling process, the flow from template, to filled 

prompt, to LLM response is shown in Figure 17. 

Overview Paper 23 © 2023, Aptima, Inc. 

APTIMI( 
Human-centered Engineering411 

•• • • 



Figure 17. The Process Flow from a Prompt Template, to a Filled Prompt, to an 

Answer/Rationale from the LLM 

Step 3: Batch Generation and Data Export 

After completing a set of prompts for a product, the user may want to generate all the responses 

for a product at once. This is accomplished through the batch generation screen shown in Figure 
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18. Users can select a product and run a batch process for a single product item across all tasks 

(i.e., one column of a model spreadsheet), a single task across all product items (i.e., one row of 

a model spreadsheet), or the entire product (i.e., fill in all the cells). The batch processing engine 

utilizes a number of intelligent features to make this process efficient and accurate. Because 

there may be complex dependencies between different product items, the batch engine will 

identify the correct order to generate responses so that pre-conditions for an item are met and so 

that cyclical dependencies don’t cause the system to get stuck in a loop. In addition, the system 

can identify if a previous batch run was halted and resume execution from that point. Finally, the 

batch engine utilizes parallel API calls to the LLMs to speed processing while also monitoring 

rate limits that may be imposed by the LLMs (e.g., only 5 queries per minute or allowed or only 

10000 tokens per minute are allowed). 

Figure 18. Batch Generation Screen 

After products are created within NAUTICAL (either through batch generation, individual 

response generation, or a combination of both), the user can then visualize the results and export 

the data through one of two screens: an Excel product export (Figure 19), or a Document product 

export (Figure 20), depending on the format of the product.  
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Figure 19. Excel Product Export Screen 

Figure 20. Document Product Export Screen 
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Deep Dive: Retrieval Augmented Generation (RAG) Integration 

Retrieval Augmented Generation represents a significant increase in utility to natural language 

processing and large language models. At its core, RAG is a hybrid approach to language 

generation integrating information retrieval systems and generative capabilities of LLMs. This 

approach allows access to vast amounts information without the explicit training of a model on 

new or unseen text. Using language model with RAG enables them to generate responses that are 

not only relevant, reducing hallucinations, but also contextually enhanced. 

The RAG system dynamically fetches pertinent information from corpora in response to a query. 

NAUTICAL utilizes an open-source library, llama-index to orchestrate three components of 

RAG: retrieval, refinement, and synthesis. Each component plays a critical role in the 

functionality. 

1. Retrieval: The first step involves identifying and extracting relevant information from a 

set of user-defined data sources/knowledge repositories. The data sources are currently 

constrained to what the user defines since an answer may be an aggregation from 

multiple sources. The current system utilizes a vector similarity search between the query 

and documents to determine relevance between prompt and text chunks. Additionally, 

there are keyword-based searches are utilized to increase quality of retrievals. Techniques 

can be varied depending on nature of the corpus and requirements of the prompt. 

2. Refinement: Following retrieval, various text chunks deemed relevant to the prompt are 

identified, but they often contain extraneous information. To address this, a refinement 

system is employed. This system processes the retrieved chunks, distilling them down to 

more concise segments that directly pertain to the original query. This refinement is 

executed through a sub-generative process, where a Large Language Model (LLM) is fed 

both the query and the retrieved text. The LLM then synthesizes this information to 

output a focused and relevant answer. 

3. Synthesis: Once the raw context is retrieved and/or refined, the final step is to synthesize 

a new answer based on this new information. This new information enhances the original 

user prompt, providing additional context for the user query. Integrating this carefully 

selected information with the user's prompt, whether using a pre-trained or fine-tuned 

model, enhances the accuracy of the generated responses. 

NAUTICAL utilizes RAG in a unique way by allowing users to bring in multiple concepts. 

Documents, including manuals and specifications, are ingested, segmented, and stored in vector 

databases for efficient retrieval. Within NAUTICAL, in the RAG Template Screen, these 

documents are chosen as possible resources and a query about the document can be asked. For 

example, if a manual outlines the tools required for fixing a light fixture, a user could query, 

"What tools are needed to fix a light fixture?" In the RAG template screen, a user would cite the 

manual(s) as a data source, add the prompt, the number of raw text chunks to retrieve, and if they 

would like it refined. The system would then return an answer, in the form of the raw relevant 

text or a refined distilled answer based on their configuration.  
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Within the context of the Ready Relevant Learning Challenge, we ingested documents such as 

MIL-HDBK-29612A series, an extensive document containing information about different 

processes. Queries such as “What sources of data can be used for the ISD/SAT process?” a RAG 

template can be setup and our system will output answers such as those shown in the following 

figures. 

Figure 21: Raw Retrieved Text based on RAG Prompt 

Figure 22: Refined Retrieved Text based on RAG Prompt 

RAG templates can be made for a set of relevant prompts that may be specific to a task but share 

the same data source. Their answers are fed into the Prompt Template as additional resources for 

a more complex prompt that may need additional information from different data sources. Users 

can add as many RAG templates as they would like to fully form a final prompt to generate a 

product such as a Task Analysis or the Instructional Performance Requirements Document.  
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Figure 23: Prompt Template with RAG Setup 

Deep Dive: Chain-of-Thought 

Chain-of-Thought prompting is the process of creating complex prompts through multi-step 

reasoning and intermediate steps. This approach has been shown to significantly improve 

responses provided by LLMs for complex queries. Aptima has integrated two CoT strategies into 

NAUTICAL. The first approach utilizes a single prompt in which multiple steps of reasoning are 

explicitly requested from the LLM. Figure 24 provides an example of a prompt template, 

utilizing Jinja, that defines a multi-step query. 

Here is a text with placeholders <answer1> and <answer2>. Please replace <answer1> 
with <collective_tasks> and <answer2> with <training_tasks>, based on the following 
steps and data: 

First step: 
Calculate the total number of entries in this response: 
{% for r in responses["TA_40_00"] %} {{r.answer}} {% endfor %} 
Store the response as <training_tasks>. 

Second step: 
Calculate the total number of entries in this response that equal any of these, {{ 
product_item.criteria }}, as the matching criteria: 
{% for r in responses["LA_26_00"] %} {{r.answer}} {% endfor %} 

Store the response as <collective_tasks>. 

Third step: 
Use these variables in the response: 
<Project Name> = {{ task[0].job }} 
<answer1> = <collective_tasks> 
<answer2> = <training_tasks> 

Fourth Step: 
Use this as the format for the response with these substitutions: 
Example = {{ product_item.example }} 

Please provide a response in the format: 
Answer: formatted statement per the example without changing any other part of the 
text, including grammar and punctuation. 
Rationale: an explanation of your answer 

Figure 24. Chain-of-Thought Prompting within a Single Prompt 
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In this example, we explicitly define the steps of the reasoning process (e.g., “First step:”), the 

data needed to be considered at each step, and intermediary variables in which to store the results 

of each step (e.g., “<training_tasks>”). 

More complex CoT prompts are supported in NAUTICAL using intermediary Product Items. 

This is particularly useful when the result of an intermediary step in a CoT may be used by 

multiple Product Items in the system or when the chains of thought are so complex that an LLM 

cannot effectively respond within a single prompt. For example, in Figure 25 shows a prompt 

template for a CoT item that is used as a single step in a series of prompts for deriving a final 

product item response. Separating steps of the CoT reasoning into multiple product items is 

particularly useful for helping analysts to organize their workflow and efficiently reuse items that 

may feed multiple parallel chains of thought or even branching workflows. The generalizability 

of this strategy in NAUTICAL enables arbitrarily complex lines of reasoning to be implemented 

and executed. 

Figure 25. Chain-of-Thought Product Item used as an Intermediary Step in Complex 

Prompts 
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Challenge Questions and Answers 

Model Selection 

Question: What AI Large Language Models were evaluated for use and 
selected? Why? 

Aptima has work with Large Language Models since Open AI released GPT-2 in 2019. We have 

employed a Chief Computational Scientist and have had a longstanding technical division 

dedicated to Department of Defense projects related to AI and Machine Learning. Although we 

did not complete a formal analysis of all possible models as part of this challenge, we have been 

continuously tracking the top performing commercial and open-source LLMs with licenses that 

are compatible with commercial use. 

For the challenge, we identified a handful of selection criteria and compared four of the most 

promising LLMs given the challenge parameters and timeline; Open AI GPT 3.5, Open AI GPT 

4, Claude, and Llama 2. 

Selection criteria. For LLM selection, we carefully evaluated several criteria for their impact on 

performance and utility: 

- Self-Hostable: Essential for data privacy and compliance with governance standards, 

particularly with sensitive information. 

- Context Window Size: Important for handling complex queries, a larger context window 

allows for more comprehensive and informed responses by considering a broader scope of 

information. 

- Output Format Respect: The LLM should accommodate user-defined response formats, 

like bullet points or single answers, to meet specific clarity and documentation needs. 

- Task-Specific Training: A model's training for chat completion or question answering 

significantly influences its suitability for generating conversational dialogue or providing 

precise factual information, respectively. 

- API Access: In order to incorporate into NAUTICAL, having access to consumer chat 

application is not enough, we need access to a programmatic API. 

Table 2. Top Choice LLM Selection Criteria 

Selection 

Considerations 

Open AI GPT 

3.5 

Open AI GPT 4 Anthropic 

Claude 

Llama 2 

Self hosted or 

Commercial 

Commercial Commercial Commercial Open-

source/Self 

hosted 

Context window 

size 

4096 tokens 8192 tokens 100,000 tokens 4096 tokens 
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Selection 

Considerations 

Open AI GPT 

3.5 

Open AI GPT 4 Anthropic 

Claude 

Llama 2 

Ability to respect 

outputs format 

Yes Yes Yes Did not work 

without 

finetuning 

Task Specific 

Training 

Chat Chat Chat/Q&A Chat/Completion 

API Access Yes Yes Aptima doesn’t 

have API access 

yet 

Self hosted 

Aptima did not get programmatic access to the Anthropic Claude model in time for use in this 

challenge but given its large context window it is extremely promising. We will explore its use in 

the future. Llama 2 is the most promising commercially available open-source model right now, 

and it has a larger context window than most other open-source models, but the base 13B model 

that we run internally at Aptima did not adequately respect the generation formatting 

requirements we had. Therefore, we settled on primarily using GTP-4. It has the largest context 

window of models we have access to and does a good job generating outputs in the format that 

we needed. Llama 2 is still extremely promising, and a self-hostable model will be required in 

the future to generate products where there are greater privacy needs (CUI/Classified data). With 

task-specific finetuning (potentially using GPT-4 generations as a baseline), we think that Llama 

2 models will likely become viable for use in NAUTICAL. 

LLM Function 

Question: How does the LLM Function? 

The NAUTICAL system developed by Aptima provides a structured framework for generating 

analysis products using large language models (LLMs). The selected LLMs function as part of a 

broader, integrated NAUTICAL solution that optimizes the natural language capabilities of 

LLMs through an innovative set of tools and interfaces described in earlier sections. It allows 

users to craft customized prompt templates utilizing advanced techniques like RAG and CoT 

prompting to enhance the contextual awareness and reasoning capabilities of the LLMs. Relevant 

data sources can be pulled into prompts through RAG, with CoT guiding the models through 

complex multi-step logic. The prompts are engineered to elicit specific formats of responses 

from the LLMs. Multiple LLMs like ChatGPT, Claude, and LLAMA can be used, with the user 

selecting the best model for each prompt. The responses from the LLMs are captured, labeled 

based on quality, and can be iteratively improved through prompt revisions. Full products are 

efficiently generated through batch parallel prompting. By tailoring prompts and incorporating 

external data, the NAUTICAL system is able to optimize the natural language capabilities of 

LLMs for generating high-quality analysis products. 
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Solution Requirements and Implementation 

Question: What are the software and hardware dependencies if the solution 
were to be implemented? 

NAUTICAL is designed to run on flexible cloud-based infrastructure, with core dependencies 

being access to managed large language model services and GPU computing for inferencing. The 

NAUTICAL system leverages a microservice architecture built on open-source frameworks 

including Yet Another Analytic Dataflow Architecture (YAADA) and tools like Gradio for rapid 

UI prototyping. This allows the system to be deployed on commodity infrastructure and scale 

horizontally. Core software dependencies include databases like OpenSearch for prompt storage 

and vector databases for retrieval. Compute depends on access to GPUs for running inference on 

large language models. As NAUTICAL matures, the UI can be rebuilt leveraging common web 

frameworks like React. An API gateway manages access to the various microservices. The open-

source foundations make NAUTICAL adaptable across on-premise, cloud, and hybrid 

environments. When using publicly available, commercial LLMs, NAUTICAL has no special 

hardware requirements. In the future, when NAUTICAL starts operating in higher security 

settings and thus needs to host its own LLMs, NAUTICAL will require GPU-accelerated 

hardware for LLM inferences and will need occasional access to large multi-GPU high VRAM 

infrastructure for model fine-tuning. 

Question: What is the prerequisite information/data needed to run if the 
solution were to be implemented? 

To implement the NAUTICAL system, the key prerequisite is access to the source data that will 

be used to generate the analysis products. This includes documentation on the jobs, duties, and 

tasks that will drive the analysis, such as training manuals, job task data, equipment specs, etc. 

Additionally, template versions of the target analysis products are needed, for example blank 

workbooks for the Task Analysis and Learning Analysis Models. These provide the structure. 

Subject matter experts familiar with the job roles and tasks are critical for evaluating and refining 

the AI-generated products. Access to scaling compute infrastructure is required to run inference 

on the large language models. And prompts need to be engineered for the specific products, 

which is facilitated through NAUTICAL's templating system. But foundational data on the job 

tasks and a vision for the end products are the minimum needed to tailor NAUTICAL for a new 

implementation. 

Question: What training of instructional systems designers/analysts is 
needed if the solution were to be implemented? 

The training required for instructional system designers and analysts to effectively leverage the 

NAUTICAL solution is intentionally minimal, thanks to its intuitive interfaces designed based 

on user feedback. Fundamentally, around 2-4 hours of hands-on training would allow ISDs to 

learn the overall workflow - setting up projects, tasks, products, prompt templates, data sources, 

running generations, reviewing outputs, and iterating as needed. NAUTICAL's goal is to 

augment existing ISD skills, not replace them. Aptima has drafted an initial training guide for 

ISDs to facilitate learning the process of AI prompt engineering (Figure 26). More advanced 

features like selecting LLMs, tuning parameters, and developing custom RAG workflows do 
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require deeper expertise. But ISDs can utilize NAUTICAL's core capabilities out-of-the-box 

after modest training, given its alignment with established workflows. Ongoing guidance on 

designing optimal prompts and evaluating AI-generated content would complement the hands-on 

training. With an intuitive UI and templates designed for their existing skills, most ISDs can 

quickly get up to speed on leveraging NAUTICAL's automation and AI capabilities following 

limited onboarding. 

Figure 26. Sample Prompts Training Document in Development 

Test and Evaluation 

Question: What methods were used to test and validate results? 

The NAUTICAL system underwent extensive testing and validation throughout its development 

for the RRL challenge. The core approach was iterative - prompts and products were generated, 

reviewed by subject matter experts including experienced ISDs, and then refined through prompt 

engineering based on the feedback. This cycle was repeated across the five core products for the 

ten challenge tasks. Both individual prompts and full batch generations were tested to validate 

accuracy. In total, over 200 product items were generated and validated across 100+ iterative 

cycles. Additional validation involved working with representative users to test NAUTICAL's 

interfaces and workflows for usability and areas of improvement. Testing also evaluated the 

quality and relevance of RAG retrievals and CoT reasoning. LLM selection and parameter tuning 

was tested empirically to optimize performance. And the enhanced Excel exports were validated 

to ensure properly formatted imports. Through these comprehensive testing methods, 

NAUTICAL was rigorously validated both in terms of output accuracy and usability by 

representative users in the ISD domain. 
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Barriers 

Question: What Barriers might there be for implementation of the proposed 
solution by the Navy or end users? 

Several barriers could hinder adoption of the NAUTICAL system. As an AI-based solution, 

skepticism around accuracy is a common initial barrier with end users until the value is proven. 

Related is trust in the rationale behind AI-generated products – however, NAUTICAL’s 

intentional explainability helps build confidence. Technically, availability of compute 

infrastructure and access to LLM APIs could pose challenges. Data security and protection of 

proprietary information when leveraging external systems is another barrier. The flexibility of 

NAUTICAL's architecture aims to mitigate these. Changing workflows and tools, even when 

value is clear, also faces inertia. NAUTICAL's goal of tightly integrating with existing ISD 

processes helps, but organizational change management is key. Potential IP issues around open-

source foundations may need resolution. User-friendly interfaces and training help drive 

adoption, but don't remove organizational resistance. Overall, while the value proposition is 

strong, thoughtful change management and emphasis on accuracy, security, explainability, and 

flexible technical delivery can help NAUTICAL overcome barriers to implementation. 

Overall Assessment 

Question: What is your overall assessment of challenges and opportunities 
for Implementing AI LLMs for this application? 

The NAUTICAL system demonstrates the immense opportunity in leveraging AI and LLMs to 

automate and augment the ISD analysis process. Turning repetitive yet meticulous tasks like 

product generation over to the machines while integrating human expertise allows each to focus 

on their strengths. However, thoughtfully engineered prompts are critical to unlock the value -

blanketing LLMs with data generates marginal quality improvements. Integrating NAUTICAL's 

structured templating system with advanced methods like RAG and CoT prompting is key to 

steering model outputs. Change management poses challenges as workflows evolve - interfaces 

tailored to current skills and transparent explainability of model rationale help drive adoption. 

Technically, dependence on cloud API availability could introduce risk. But the microservice 

architecture provides flexibility. Overall, the breakthrough capabilities of LLMs are clear, but 

only with deliberate user-centered design and smart prompt engineering can that potential be 

realized. Aptima's approach with NAUTICAL offers a model for thoughtfully integrating AI to 

drive innovation while mitigating disruption of proven methodologies. 

Throughout the RRL challenge, we continuously rated ourselves using the Challenge Scoring 

Rubric (Table 3). We considered both the strengths of our solution and captured weaknesses for 

consideration in future development. While we acknowledge the inherent bias in our self-

assessment scores, we believe the associated reasoning is fair and accurate given the rating scale 

anchors provided and the four-week challenge timeline. 

Table 3. NAUTICAL Self-Assessment 
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Category Subcategory Self Rating/ 

Total Points 

Reasoning 

Chain-of-

Thought/ 

Tree-of-

Thought 

Strategy 

(10%) 

8/10 

Use of 

Collaborative 

Agents 

Strategy 

2/10 

Innovation 

(30%) 

Prompt 9/10 

Engineering 

Strategy 

(10%) 

Pros: 

• Structured data model decomposes products into 

discrete fields, allowing prompts to be highly targeted. 

• Templating language enables reusable, customizable 

prompt patterns. 

• Advanced techniques like RAG and CoT expand 

context and reasoning. 

• Iterative refinement based on SME feedback improves 

quality over time. 

• Support for multiple LLMs caters to model strengths. 

• System and format prompts provide guidance to bound 

responses. 

• Integration of rationale/explanations adds transparency. 

Cons: 

• Requires careful tuning and testing to optimize 

prompts. 

• Some very complex prompts pushed limits of LLM 

reasoning. 

• Data dependence issues caused repetitiveness if not 

structured optimally. 

Pros: 

• Allows complex reasoning processes to be broken into 

logical steps. 

• Intermediary steps can feed multiple product items, 

improving reusability. 

• Separates complex tasks into more manageable 

prompts. 

• Provides structure to guide LLM through multi-step 

logic. 

• Modular approach allows branching and recombining 

of steps. 

• Promotes transparency into full reasoning process. 

Cons: 

• Requires significant planning to map out full tree of 

reasoning. 

• Easy to end up with convoluted trees if not carefully 

designed. 

• Challenging to manage data flow through all possible 

branches. 

• LLMs can still lose track of context across long chains. 

Pros: 

• Agents can provide real-time support answering user 

questions through a chat interface (future 

implementation). 

• Aptima used LLMs as collaborative agents to refine 

prompt strategies. 

• Complex workflows like tree-of-thought 

Cons: 

• Increased coordination overhead to manage agent 

collaboration. 
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Category Subcategory Self Rating/ 

Total Points 

Reasoning 

Risk 

Mitigation 

(25%) 

Prompt 

Iteration 

including 

Self-

Reflection 

and Revision 

(10%) 

7/8 Pros: 

• Enables continuous improvement of prompts over time. 

• Refining prompts is lower effort than refining outputs. 

• Self-reflection by reviewing outputs identifies areas for 

improvement. 

• Revision closes the feedback loop to enhance quality. 

• Structured data model simplifies prompt adjustments. 

• Templating facilitates prompt reusability. 

• Aligns well with agile, iterative methodologies. 

Cons: 

• Time-intensive process, especially with large prompt 

sets. 

• Risk of overfitting prompts to narrow use cases. 

• Requires diligence to regularly review and update. 

Prompt 

Bounding 

(10%) 

6/8 Pros: 

• System prompts provide overall guidance and 

expectations. 

• Requiring rationales constrains rambling responses. 

• Providing examples bounds appropriate tone and 

formats. 

• Constraint fields limit scope for each product item. 

• Iterative refinement helps converge on ideal bounds. 

Cons: 

• Requires extensive testing to determine optimal 

bounds. 

• Overconstraining prompts risks stifling model 

creativity. 

• Dynamic balancing of structure and flexibility is 

challenging. 

• LLMs may still stray outside expected bounds at times. 

Data Security 

and Privacy 

Measures 

(5%) 

5/9 Pros: 

• The microservices architecture could allow 

compartmentalization of data access. 

• Managed cloud services may provide some built-in 

security capabilities. 

• Encryption will likely used for sensitive data 

transmission and storage. 

• Basic access controls will eventually be implemented. 

Cons: 

• Integration with external LLM APIs introduces 

potential data exposure risks. 

• Open-source components may contain vulnerabilities 

open to exploitation. 

• Agents may make incorrect suggestions or perform 

flawed reasoning. 

• Blending agent and human outputs risks 

inconsistencies. 

• Agents would require extensive training data to be 

effective. 
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Category Subcategory Self Rating/ 

Total Points 

Reasoning 

• Distributed architecture presents challenges for holistic 

data security. 

• Protecting proprietary data is difficult when using 

public cloud. 

• Lack of multi-tenant isolation could allow data leakage 

between tenants.. 

Feasibility 

& 

Integration 

(25%) 

Technical 

Feasibility 

(10%) 

7/8 Pros: 

• The system is built on proven open-source frameworks 

like YAADA and common cloud technologies, 

suggesting technical viability. 

• The microservices architecture and containerization 

provide flexibility and scalability in deployment. 

• Use of managed services like OpenSearch offloads 

infrastructure management complexity. 

• Main technical dependencies are access to LLM APIs 

and GPUs, which are maturing capabilities. 

• Interchangeable components lower risk of vendor lock-

in as AI landscape evolves. 

Cons: 

• Integration with external LLM APIs could present 

latency and availability challenges. 

• Data security protections when transmitting sensitive 

data may be insufficient. 

• Multi-tenant performance and isolation needs more 

testing under load. 

Ease of 

Integration 

(10%) 

6/8 Pros: 

• Web UI provides intuitive application access requiring 

minimal training. 

• Aligns analysis activities with current ISD 

methodologies. 

• Microservices enable incremental integration, limiting 

scope changes. 

• Use of excel and word for import/export facilitates 

adoption. 

• Open architecture offers flexibility for integration with 

other systems. 

Cons: 

• Migration from legacy systems requires change 

management. 

• Integrating new data sources into NAUTICAL not 

turnkey. 

• Depends on availability and reliability of external LLM 

APIs. 

• Security considerations around transmitting/storing 

data externally. 

Project 

Management 

(5%) 

NA We believe this effort was effectively managed but defer on 

scoring this category. 
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Category Subcategory Self Rating/ 

Total Points 

Reasoning 

Impact & 

Expansion 

(15%) 

Potential 

Impact on 

Instruction 

Systems 

Design and 

Courseware 

Development 

(10%) 

9/10 Pros: 

• Automates time-intensive analysis activities like 

task/learning analysis. 

• Generates artifacts consistently with enhanced speed 

and scale. 

• Integrates AI-generated products into existing 

workflow tools. 

• Provides transparency into model reasoning to build 

trust. 

• Structured data framework improves courseware 

consistency. 

• Accelerates speed to capability by streamlining 

development. 

Cons: 

• Model inaccuracies may reduce trust and require 

oversight. 

• Change management still needed to adopt new 

workflows. 

• Less flexibility for customization compared to manual 

methods. 

Potential for 

Expansion 

(5%) 

8/10 Pros: 

• Microservices and open standards allow incremental 

expansion. 

• Componentization makes adding new models/data 

sources straightforward. 

• Core data framework is extensible to new products. 

• Cloud infrastructure provides ability to scale on 

demand. 

• API gateway enables integration with external systems. 

• Active open-source community around foundations like 

YAADA. 

Cons: 

• Adding advanced features like collaborative agents 

requires dev work. 

• Heavily dependent on cloud economics and vendor 

ecosystems. 

• Expanding to new data domains involves tailoring 

prompts and models. 

• Adoption challenges moving beyond initial 

applications. 

Robustness 

(5%) 

Robustness of 

Solution (5%) 

4/5 Pros: 

• Microservices architecture promotes resilience and 

failover capabilities. 

• Use of managed cloud services adds redundancy. 

• Multiple LLM options prevent vendor lock-in. 

• Open-source software increases ability to 

detect/address vulnerabilities. 

• Designed for iterative refinement of artifacts over time. 

Cons: 
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Category Subcategory Self Rating/ 

Total Points 

Reasoning 

• Integration with external LLM APIs introduces 

fragility. 

• Lack of detail on disaster recovery provisions. 

• Multi-tenant performance impacts not fully 

characterized. 

• Security protections may be insufficient for sensitive 

data. 

• Limited discussion around stress testing and fault 

tolerance. 
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List of Acronyms, Abbreviations, and Symbols 

Acronym/Abbreviation/Symbol Definition 

ADDIE 
Analysis, Design, Development, Implementation, and 

Evaluation 

AI Artificial Intelligence 

API Application Programming Interface 

CoT Chain-of-Thought 

GPU Graphics Processing Unit 

IMRD Instructional Media Requirements Document 

IPRD Instructional Performance Requirements Document 

ISD Instructional System Design 

ISD/SAT 
Instructional System Design/Systems Approach to 

Training 

JDTA Job Duty Task Analysis 

LA Learning Analysis 

LLM Large Language Model 

MS Media Selection 

NAUTICAL 
Navy AI Utility for Training, Instruction, and 

Comprehensive Analytic Learning 

OAuth Open Authorization 

RAG Retrieval Augmented Generation 

RRL Ready Relevant Learning 

SME Subject Matter Expert 

TA Task Analysis 

UI User Interface 

UID Unique Identifier 

YAADA Yet Another Analytic Dataflow Architecture 
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APPENDIX A: APTIMA AI Prompt Engineering Requirements 
and Guidelines 

Aptima AI Prompt Engineering 

Requirements and Guidelines for AI Prompt Engineering 

Document Version: 1.0 

Rev Date: November 2023 
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General Prompt Engineering Approaches 

Introductory Framing 

Introductory framing prompts are those that set the context or provide a lead-in to the main 

content of the response. They are often used to specify the subject or to introduce the purpose of 

the information that follows. Here are some examples: 

1. Task Description: 

• "In the task of analyzing historical events, the following methods are employed:" 

2. Question Answering: 

• "To answer your question about the life cycle of stars, one must consider:" 

3. Explanation Lead-in: 

• "When explaining the concept of supply and demand in economics, it's important 

to note:" 

4. Guidance or Instruction: 

• "For successfully completing a marathon, the recommended training schedule 

should include:" 

5. Summary Introduction: 

• "Summarizing the key points of the recent health study, we find that:" 

6. Proposal or Suggestion: 

• "To improve workplace productivity, the following strategies should be 

implemented:" 

7. Hypothesis Setting: 

• "The hypothesis that dark matter constitutes the majority of matter in the universe 

is supported by:" 

8. Comparative Analysis: 

• "Comparing the two literary works, several thematic similarities emerge, such as:" 

9. Predictive Statement: 

• "Looking ahead to the next decade in technology, we anticipate that:" 

10. Instructional Objective: 

• "The learning objectives for the course on environmental science include:" 

To avoid these types of framing, you would instruct the LLM to directly provide the information 

without such introductions. For example, if you wanted information on the life cycle of stars 

without an introductory statement, you might say: 

• "Describe the life cycle of stars directly without an introductory statement." 

Chain-of-Thought Prompting 

Here are several examples of CoT prompting strategies. We use two approaches, one with 

separate product items that do interim calculations, and when possible, inline prompt CoT. 

Inline Prompt CoT 

This is from section 3.1.1 of the IPRD and generates the calculations needed to replace the 

quantities in the paragraph. 
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The Collective TTL is a subset of the overall TTL for tasks that require the participation 

assistance of multiple individuals. <answer1> tasks were categorized as collective tasks, 

<answer2> were selected as Training Tasks. The Collective TTL follows in the embedded file. 

Linked File Placeholder 

Embedded File 5. (U) Collective TTL 

• Collective tasks or subtasks require the awareness, coordination, or cooperation of 

multiple individuals. 

• Training will include group situations. 

• Of the <answer2> tasks and subtasks selected for training, <answer1> were categorized 

as collective. 

Pie Chart Graph Placeholder 

Figure 6. (U) Quantity of Collective Tasks 

Prompt: 

Here is a text with placeholders <answer1> and <answer2>. Please replace <answer1> with 

<collective_tasks> and <answer2> with <training_tasks>, based on the following steps and 

data: 

First step: 

Calculate the total number of entries in this response: 

{% for r in responses["TA_40_00"] %} {{r.answer}} {% endfor %} 

Store the response as <training_tasks>. 

Second step: 

Calculate the total number of entries in this response that equal any of these, {{ 

product_item.criteria }}, as the matching criteria: 

{% for r in responses["LA_26_00"] %} {{r.answer}} {% endfor %} 

Store the response as <collective_tasks>. 

Third step: 

Use these variables in the response: 

<Project Name> = {{ task[0].job }} 

<answer1> =  <collective_tasks> 

<answer2> =  <training_tasks> 

Fourth Step: 

Use this as the format for the response with these substitutions: 

Example = {{ product_item.example }} 

Please provide a response in the format: 
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Answer: formatted statement per the example without changing any other part of the text, 

including grammar and punctuation. 

Rationale: an explanation of your answer 

Here is another more complex prompt used for IPRD Section 3.1.3: 

Here is a text with placeholders: <criteria1_tasks>, <criteria2_tasks>, <criteria3_tasks>, 

<criteria4_tasks>. Please replace the placeholders with generated data, based on the following 

steps and data: 

First step: 

Calculate the total number of entries in this response: 

{% for r in responses["TA_40_00"] %} {{r.answer}} {% endfor %} 

Store the response as <training_tasks>. 

Second step: 

Calculate the total number of entries in the responses for each of these, {{ product_item.criteria 

}}, as the matching criteria: 

{% for r in responses["LA_26_00"] %} {{r.answer}} {% endfor %} 

Store the responses as  <criteria1_tasks>, <criteria2_tasks>, <criteria3_tasks>, 

<criteria4_tasks>. 

Third step: 

Use these variables in the response: 

<Project Name> = {{ task[0].job }} 

<criteria1_tasks> 

<criteria2_tasks> 

<criteria3_tasks> 

<criteria4_tasks> 

<training_tasks> 

Fourth Step: 

Use this as the format for the response with these substitutions: 

Example = {{ product_item.example }} 

Please provide a response in the format: 

Answer: formatted statement per the example without changing any other part of the text, 

including grammar and punctuation. 

Rationale: an explanation of your answer 
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Global System Prompts 

• Respond as factually as possible based on the information provided.  

• You may make inferences if they are solidly grounded, but do not make anything up.  

• Don’t give information not mentioned in the CONTEXT INFORMATION. 

• Do not include any direct reference to the task description in the answer. 

• Generate the answer without using a lead-in statement. 

• Do not change any other part of the text, including grammar and punctuation. 

System Prompts 

Stop adding Don’t justify your answers. 

justification text to 

answer fields. 

Copy Prompts 

Copy prompts are used to copy a previous answer stored in a specific product item into the 

current item. This can be from the same source or a previous source, i.e. from TA to LA, LA to 

LA. 

Copy Another Field 

In the template, choose the “Copy” as the Generation Strategy and use this prompt/format in the 

prompt field: 

Answer: {{ responses["TA_16_00"].answer }} 

Rationale: {{ responses["TA_16_00"].rationale }} 

Add Placeholder Text 

This is used when filling in a field with a static text string, i.e. ISD Input, Direct Source. 

Complete the following tabs/fields using this approach: 

Product Item: 

1. Instructions box: Fill in the answer with the option. 

2. Options box: ISD Input (or Direct Source, etc.) 

3. Save 

Prompt Template: 

1. Generation Strategy: COPY, Product Default (Checked), Batch Generate (Checked) 

2. Prompt box: {{ product_item.options }} 
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Generate Prompts 

General Prompt Statements 

Set 

PERSONA 

and TASK 

As a {{ prompt_template.persona }}, I am performing a task analysis for a {{ 

task.job }}. 

Task to 

Perform 

I need to determine the {{ product_item.name }} for the task: 

{{ task.description }} 

Instructions:  {{ product_item.instructions }} 

Source Data Use this source data: 

Objective Statement:  {{ responses["LA_14_00"].answer }} 

Learning Objective Type: {{ responses["LA_15_00"].answer }} 

Complete task list:  {{ data_sources["JDTA_Task_List"].content }} 

Data 

Information 

Use this data to inform your choice: 

Definitions: {{ product_item.definition }} 

Criteria:  {{ product_item.criteria}} 

Examples Examples:  {{ product_item.example }} 

Request Please provide the appropriate {{ product_item.name }} from these options: 

{{ product_item.options }} 

Format 

Response 

Please provide a response in the format: 

Answer: single option item 

Rationale: an explanation of your answer 

Format Types 

Instructions Prompt Format 

Enter Text; Use 

semicolons to 

separate multiple 

entries 

Please provide a response in the format: 

Answer: list in paragraph format with items separated by semi-colons, 

without explanation, rationale, or without using a lead-in statement. 

Rationale: an explanation of your answer 

Single Number Please provide a response in the format: 

Answer: single number 

Rationale: an explanation of your answer 

Please provide a response in the format: 

Answer: 

Rationale: an explanation of your answer 

Select from Drop 

Down 

Please provide a response in the format: 

Answer: single option item 
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Rationale: an explanation of your answer 

Lookup Prompts 

Example using LA_19 

Product Item 

Instructions Using the first column as lookup, respond with the term from the second 

column. 

Criteria Use the Verb to KSA Level table for lookup. 

Prompt Template 

Dependencies 

Choose the template for the item to use for the lookup. 

Product Template 

Set 

PERSONA 

and TASK 

As a {{ prompt_template.persona }}, I am performing a task analysis for a {{ 

task.job }}. 

Task to 

Perform 

I need to determine the {{ product_item.name }} for the task: 

{{ task.description }} 

Source Data Use this source data: 

Objective Statement:  {{ responses["LA_14_00"].answer }} 

Learning Objective Type: {{ responses["LA_15_00"].answer }} 

Data 

Information 

Use this data to inform your choice: 

Definitions: {{ product_item.definition }} 

Criteria:  {{ product_item.criteria}} 

Examples Examples:  { product_item.example }} 

Request Please provide the appropriate {{ product_item.name }} from these options: 

{{ product_item.options }} 

Format 

Response 

Please provide a response in the format: 

Answer: single option item 

Rationale: an explanation of your answer 

Data Sources Choose the lookup data source from the Data Source list. 
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System Prompt Respond as factually as possible based on the information provided.  You 

may make inferences if they are solidly grounded, but do not make 

anything up. 

Prompt Using the identified verb, {{ responses["LA_13_00"].answer }}, answer 

the following:  {{ product_item.instructions }} 

Data Source:  {{ data_sources["10_LA_Logic_H-I"].id }}, {{ 

data_sources["10_LA_Logic_H-I"].name }} 

Data Content:  {{ data_sources["10_LA_Logic_H-I"].content }} 

Answer:  single item without explanation or description 

Rationale:  explain how you found the answer 

LA_20, LA_21, LA_22 

Product Template 

Data Sources Choose the lookup data source from the Data Source list. 

System Prompt Respond as factually as possible based on the information provided.  You 

may make inferences if they are solidly grounded, but do not make 

anything up. 

Prompt Using the identified verb, {{ responses["LA_19_00"].answer }}, answer 

the following:  {{ product_item.instructions }} 

Data Source:  {{ data_sources["10_LA_Logic_L-O"].id }}, {{ 

data_sources["10_LA_Logic_L-O"].name }} 

Data Content:  {{ data_sources["10_LA_Logic_L-O"].content }} 

Answer:  single item without explanation or description 

Rationale:  explain how you found the answer 

Lookup using Python Code 

Prompt As a {{ prompt_template.persona }}, I am performing a task analysis for 

a {{ task.job }}. 

I need to determine the  {{ product_item.name }} for {{ task.description 

}}. 

table_data: 

{{ data_sources["10_LA_Logic_R-W"].content }} 

# Let's find the index of the column we're interested in. 

learning_outcome_index = table_data[0].index({{ 

responses["LA_21_00"].answer }} ) 
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# Now let's filter out the values. 

presentation_learning_outcome_values = [

    row[learning_outcome_index] for row in table_data[1:]  # Skip the 

header row

    if row[0] == "Presentation" and row[learning_outcome_index] != "NA" 

] 

presentation_learning_outcome_values 

Please provide a response in the format: 

Answer:  single items separated by semi-colons without explanation or 

description.  Do not include NA in your answer. 

Rationale:  explain how you found the answer 

Concatenated Prompts 

Produces a 

concatenated 

answer from 

Make a concatenated list in paragraph form, without a lead-in statement, 

from the following items: 

other product 

items 

# Given data list 

data_list = [ 

Audio Fidelity: {{ responses["LA_40_00"].answer }}; 

Appearance Fidelity: {{ responses["LA_52_00"].answer }}; 

Spatial Fidelity: {{ responses["LA_53_00"].answer }}; 

Motion Fidelity: {{ responses["LA_61_00"].answer }}; 

Tactile Fidelity: {{ responses["LA_66_00"].answer }}; 

Stimuli Fidelity: {{ responses["LA_71_00"].answer }}; 

Response Fidelity: {{ responses["LA_81_00"].answer }}; 

Ambience Fidelity: {{ responses["LA_83_00"].answer }}; 

Format Fidelity: {{ responses["LA_85_00"].answer }}; 

Content Fidelity: {{ responses["LA_87_00"].answer }}; 

# Filtering out "N/A" and joining the remaining items with a semicolon 

filtered_list = [item for item in data_list if item != "N/A"] 

formatted_paragraph = '; '.join(filtered_list) 

formatted_paragraph 

Please provide a response in the format, without explanation, rationale, or 

without using a lead-in statement.: 

Answer: formatted_paragraph 

Rationale: an explanation of how you arrived at your answer 
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Specific Examples 

LA_33 Audio Cues 

Product Item 

Compare the recommendations from xxx against the types of audio provided as criteria to 

determine if xxx is recommended.  If any of the recommendations match the criteria for xxx, 

then respond with “Audio Cues” and if not, respond with N/A. 

Audio Cues = Signals received through the sense of hearing. 

Auditory Feedback = Feedback presented aurally by means of an auditory display to the 

trainee. Auditory display is a display presenting information capable of being heard. 

Face-to-Face Communication = Feedback presented by direct verbal means to the trainee. 

Tonal Audio = A very limited source of sound or noise that is used, rather than speech, for 

signaling or warning, e.g., horns, whistles, sirens, bells, buzzers, etc. 

Voice Audio = The source of sound is a live or recorded human voice. 

Full Audio = A source of sound that contains all the significant elements of the sound and is 

suited to demanding sound recognition exercises. 

Ambient Audio = A complex sound environment with sounds emanating from various sources 

and from various directions, including background noise and task-significant sounds.  

Prompt Template: 

Overview Paper 51 © 2023, Aptima, Inc. 

APTIMI( 
Human-centered Engineering411 

Pr,) rl11r l l 1om l fl Pwi ,rt lf) (nli rnn N ,l lnt> 

ULll LA 13 A JdioCucs SNGU 

Prompt Tcmpl.:itc Dcpcndcncic:5 

LA_32_0 '.) - AutliuD~!.t.1iµ ti:J11 

1nmu:r1ons consu.:;lnB 

( r L~l i.J CUl llLXl 

Aud oCuu-!::g,al~ r.:cc ·~ c thtOu@;ht h c:.cn :.c -~I OCar n~. ril it.:ry (m1i -ai-n::nt,'opcr.:it ion~ 

Aud torf rccdb.:d. • r .:::ccb1ck p•c:.cr'lt cd .:iur'iltlyby l"IC~~::,f.11"1 audib rydi~pl.:i) to :he :rJincc. J.uditcry di~pl.1yisa 

dispt.:iyp1ascntinginfom,.;i.tic,ncJpJblcol be n,:i; hc.l·d . 

~.1rr,.1o i:,1rr.,C-,-,mm ,nir., tinn: i:Pr rlhMk p r" ~r-n-A"i h:, rl irp-tw rh.:il rrw>"r <.tr.t h1> tr~irt>P 

Tnn-'I A11(!in : A \ 'Pry limit~ "I"! 1rr1> nt ;,t111nd n r n :'li<.f, rlut i <:.11<.,u i , r.ith.Hlh,m <.[lt:P<I'-, tnr <.ien~linenr w .1rnine," e, 

•• • • 



Compare the recommendations from {{ responses["LA_32_00"].answer }} for the related duty 

and task against the types of audio provided as criteria to determine if {{ product_item.name }} 

is/are recommended. If any of the recommendations match the criteria for {{ product_item.name 

}}, then respond with {{ product_item.name }} and if not, respond with "N/A". 

Related Job:  {{ task.job }} 

Related Duty:  {{ task.duty }} 

Related Task:  {{ task.description }} 

Criteria:  {{ product_item.criteria }} 

Options:  {{ product_item.options }} 

Please provide a response in the format: 

Answer: single option item 

Rationale: an explanation of your answer 
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